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Abstract 

Several different fields that are relevant to customized services have started using recommender systems. One of the 

types of it that is used the most often is called a collaborative filtering-based recommender system. However, there 

is a problem to it, and that is the fact that it is very susceptible to assaults that include profile injection. As a direct 

consequence of this, the algorithm will now offer biased forecasts. An attacker has a high degree of ease in 

manipulating the results of these recommender systems due to the poor performance of these systems against these 

assaults. A number of investigations have been carried out in this field in order to identify these assaults and lessen 

the damage that they do.  Within the scope of this work, we have discussed the informed assaults, which fall under 

the category of profile injection attacks as well. In order to differentiate these assault profiles from actual users, a 

variety of distinguishing characteristics have been uncovered. In addition to this, we discussed unsupervised 

methods for detecting these kinds of assaults with the use of characteristics. 
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1. Introduction 

The integration of a recommendation system has become a fundamental component in the vast majority of e-

commerce platforms, including but not limited to Flipkart, Amazon, Edx, You Tube, and Netflix. Recommender 

systems encompass a diverse range of types, such as collaborative filtering, content-based, hybrid recommenders, 

and more. Collaborative filtering stands as one of the prevailing and widely employed types of recommendation 

Accepted: 07.06.2023                   Published: 01.07.2023 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Keywords: RMED Attacks, Unsupervised Classification, Clustering Models, Recommender System. 



P a g e  | 53 

 

 IJRTS Journal of Research | 2347-6117 | Volume 25 | Issue 01 | Version 1.1 | Jul-Dec 2023   

systems. In the event that two users have exhibited similar preferences in the past, it is plausible to infer that they 

may also possess similar preferences in subsequent instances. The fundamental principle upon which the system is 

established is as follows. The platform exhibits a notable drawback referred to as the cold start issue. This issue 

arises when a user accesses the platform for the first time without any prior association with other user profiles. 

Consequently, the system encounters challenges in recommending products to the new user. The category of 

collaborative filtering-based recommender systems encompasses both user-based and item-based recommender 

systems. One such system is referred to as a user-based recommender system. In a user-based recommender system, 

a correlation is computed among the users, whereas in an item-based recommender system, the correlation is 

calculated among the recommended products. The item-based recommender system offers a significant reduction in 

temporal complexity compared to the user-based recommender system. This is the primary reason why Amazon has 

chosen to implement it. The prevailing consensus in the field acknowledges that the quantity of users within a given 

system typically surpasses the quantity of objects. Consequently, this assumption is commonly adopted. 

Consequently, the duration required to ascertain the connection between the various elements will be reduced.  

Recommender systems that utilize collaborative filtering also encounter an additional notable issue. Profile injection 

attacks can frequently and effortlessly achieve success when targeting the system. During a profile injection attack, 

the perpetrator will introduce counterfeit user profiles into the system with the intention of manipulating the rating 

prediction for a particular item or a group of products. The counterfeit user profiles have been meticulously crafted 

to exhibit an indistinguishable resemblance to authentic user profiles. There are two distinct types of assaults: push 

attacks and nuke attacks. A push attack involves granting an advantage to a specific item, whereas a nuke attack 

involves imposing a disadvantage on a particular item. The impact of the attack profile's magnitude is a crucial 

factor in determining the forecast's outcome. The quantity of fabricated user profiles generated and subsequently 

uploaded into the system by the attacker is referred to as the "fictitious user profile count." Typically, the perpetrator 

will opt for automation in executing this process due to the inherent challenge of manually injecting a substantial 

quantity of attack profiles into a given system. Prior to granting access to the website, it is common for the site 

administrator to increase the expense associated with profile creation by mandating registration or the utilization of a 

captcha. The purpose of this measure is to deter the creation of fraudulent profiles. The assessment of the attack 

profile's effectiveness can be further enhanced by considering the dimensions of the assault profile. The attack 

profile is defined by the quantity of ratings it assigns. Typically, a genuine user will lack the capacity to furnish 

ratings for a multitude of items, whereas an automated attack profile will possess the ability to generate ratings. In 

contrast to an alternative form of attack, a specific type of attack necessitates a significantly higher level of expertise 

within the pertinent domain. Implementing attacks that require a higher level of expertise is widely recognized as a 

challenging endeavor. To provide an illustrative example, random assaults and bandwagon attacks can be 

categorized as instances of low knowledge attacks, whereas segment attacks can be classified as instances of high 

knowledge attacks. Moreover, content-based recommender systems and hybrid recommender systems are widely 

employed on commercial platforms. The content-based recommender system operates by providing 

recommendations to users, leveraging the keywords or descriptions associated with the products that align with their 

interests. Hacking is a potential method that can be employed to launch an attack on the system. However, it is 

worth noting that the system is not highly vulnerable to assaults utilizing profile injection. This is due to the fact that 

only the operator has the authority to input the item's description and keywords on the website. Due to the absence 
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of authorization granted to the third party, any modifications to the information contained within the product 

description are prohibited.   

The rating prediction process in a collaborative filtering-based recommender system occurs in two distinct stages. 

The initial step in the process entails employing Pearson correlation as the primary tool to ascertain the level of 

similarity between the user who will be the focal point of the forecast and the other users within the system.  The 

solution can be obtained by utilizing equation (1). 

 

 

Here, 𝑆𝑢,𝑣 is the similarity between user u and user v. 𝑟𝑢,𝑖 is the rating given by the user u to item i. 𝑟𝑢̅ is the average 

of all the ratings given by the user u. i is the subset of items I rated by user u and v. This equation gives value in the 

ranging between -1 to 1. Higher the value of this equation means higher is the correlation and vice versa i.e. if 

equation 1 generates value 1 between user u and v, it signifies that both the users u and v have same or almost same 

rating pattern in the system. Similarly, if this equation generates value -1 between user u and v, it signifies that both 

the users u and v do not share similar rating pattern. Both BellCore and LensGroup used the pearson correlation to 

derive the similarity in their research project. In the second step, prediction is calculated as per the equation 2. Top k 

nearest neighbors finds out by using equation 1 are used to calculate the rating prediction. 

 

𝑃𝑢,𝑖 is the predicted rating for the user u of item i.  

2. Informed Attack Models 

An attacker creates fake user profiles and awards those profiles with phony ratings inside the system. This causes the 

system to provide inaccurate recommendations to the real users, which, in turn, causes the real users to make poor 

choices. These bogus profiles have an adverse effect on a significant number of real users. The sort of attack that 

takes the least amount of system knowledge is the easiest to plant in the system, and vice versa; but, in general, an 

assault that requires a low amount of knowledge causes less of a dent in the recommendations made by the system. 

High-knowledge assaults, which are referred to as informed attack models, are explored in this study. The majority 

of informed attack models may be broken down into two categories: the probing attack, on the one hand, and the 

power user assault, on the other.  

2.1 Probe Attack 

During the course of this attack, the perpetrator generates fictitious user profiles. These profiles are then utilized to 

assign ratings to a set of randomly chosen items, referred to as seed items. The seed items in the system are assigned 

ratings, which represent the average rating of each item. The attack profiles additionally provide ratings for the 

targeted entity. The rating provided is at its highest level for a push attack and at its lowest level for a nuke attack. 

Recommendations for the target item are generated by analyzing the correlation between genuine user profiles and 
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these fake user profiles. The probe attack methodology offers the attacker a means to systematically gather 

information regarding the distribution of ratings within the system.  

This strategy offers a distinct advantage over the power user attack by requiring less domain knowledge. In contrast 

to the power user attack, which necessitates the selection of a large number of seed items, this strategy only requires 

the random selection of a small set of seed items. Subsequently, the recommendation system will then select 

additional items and generate ratings for them.  

2.2 Power User Attack 

Power users are defined as users who exhibit the highest degree of correlation with other users within the system, 

resulting in the maximum number of neighboring users. Typically, these users have assigned ratings to a substantial 

quantity of items within the system. This practice ensures that there is a shared basis for correlation calculations with 

other users in the system. The recommendations to other users in the system are also influenced by correlated users. 

The attacker designates a group of power users within the system as the attack profiles. The quantity of users 

utilizing this set is contingent upon the magnitude of the assault. The system assigns the highest attainable rating to 

the designated item or group of items during a push attack scenario. In the event of a nuclear attack, the system 

assigns the lowest possible rating to the target item or group of target items.  

3. Experimental Evaluation 

To assess the effectiveness of an attack, the prediction shift of the targeted item within the system is measured. In 

order to counteract the impact of the attack, these attack profiles are identified and their predictions are disregarded 

when generating recommendations. Over the past fifteen years, numerous studies have been conducted with the aim 

of identifying and detecting these attack profiles. Both supervised and unsupervised learning models are employed 

for the purpose of detecting anomalies. In order to utilize supervised models, it is necessary to label the sample data 

and subsequently train the classifiers. This tool is employed in situations where the specific type of attack is known. 

Unsupervised models are employed to detect and classify unknown forms of attacks. In a general context, it can be 

observed that supervised models tend to exhibit higher levels of accuracy compared to unsupervised models.   

3.1 Dataset 

“In this research, Movielens dataset is used. Description of the dataset is given below in detail: 

Table 1: Description of MovieLens dataset. 

Attribute Value 

Number of ratings 100836 

Number of movies 9724 

Maximum user ID 610 

Minimum user ID 1 

Number of users 610 

Least movie ID 1 
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Maximum movie ID 193609 

Maximum number of ratings given by any 

user 

2698 

Least number of ratings given by any user 20 

Movie ID with maximum 5 ratings 318 

Average number of ratings by each user 165.305 

Average number of ratings of each movie 10.369 

Average rating of the movies 3.502 

Maximum possible rating 5.0 

Minimum possible rating 0.5 

Median of the ratings 3.5 

The dataset contains total ten possible ratings ranging from 0.5 to 5. Where rating 5 is considered as highest rating 

and 0.5 is considered as least rating. The difference between two closest rating is 0.5. Rating 4 is given by the users’ 

maximum number of times. Table 2 gives the rating distribution in the dataset.  

Table. 2: Rating distribution in MovieLens dataset. 

Rating Number of ratings 

0.5 1370 

1 2811 

1.5 1791 

2 7551 

2.5 5550 

3 20047 

3.5 13136 

4 26818 

4.5 8551 

5 13211 

3.2 Attack Detection Attributes 

The user profile possesses distinct properties that enable the differentiation between authentic user profiles and those 

associated with malicious intent. User profiles can be segregated based on various attributes, including but not 

limited to:” 

i. Degree similarity with top k neighbors (𝑫𝒆𝒈𝑺𝒊𝒎𝒖): The calculation of the similarity between User u and 

User v is determined according to Equation 1. The calculation of the average similarity between the k 

nearest neighbors and user u is performed according to equation number 3.. 
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Here, 𝑠𝑖𝑚𝑢,𝑣 is the similarity between user u and user v. 

ii. Length variance (𝑳𝒆𝒏𝒈𝒕𝒉𝑽𝒂𝒓𝒖): The underlying principle of employing this attribute is generally based 

on the notion that a genuine user refrains from assigning ratings to a significant quantity of items. If a user 

intentionally submits an excessive number of ratings within the system in order to maximize its impact, the 

following scenario will occur. The assignment of a maximum or minimum rating to the target item, as well 

as the assignment of ratings to numerous other items, is determined by the system. These assignments are 

made based on the attack's property. One plausible hypothesis is that the user profile under consideration 

has failed to furnish genuine ratings for the items within the system. Hence, the system shall detect the 

profile as fraudulent and subsequently disregard any ratings linked to it within the system. The length 

variance attribute quantifies the degree of variation in the length of user u in relation to the average length 

of other users within the system. The equation "2" denotes the assigned numerical value. 

 

Here, 𝑙𝑢 is the length of user profile u i.e. number of ratings given by the user u in the system. 𝑙 ̅ is the 

average length of user profiles in the system. 

iii. Rating deviation from mean agreement (RDMA): this attribute measures the average deviation in the 

ratings for all the items that has been rated by user u. It is given by the equation 5. 

 

Here, 𝑁𝑢 is the number of ratings given by the user u. 𝑡𝑖 is the number of ratings given by all the users to 

item i. 𝑟𝑢,𝑖 is the rating given by the user u to item i.  

iv. Weighted deviation from mean agreement (WDMA): it is calculated by the equation 6. 

 

The Procedures and Outcomes of the Experiments 

“In this research, attacks are implemented in the eight different scenarios as shown in the Table 3.   

Table 3: Informed attack model’s attack scenarios. 
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Attack Name Intention Fixed Attribute 

(Target Item Size) 

Variable Attribute 

(Attack size) 

Probe Attack 

Push 
1 

1%, 4%, 8%, 12%, 16%, 

20%) 

10 

Nuke 
1 

10 

Power User Attack 

Push 
1 

10 

Nuke 
1 

10 

This paper presents a comparative analysis of the accuracy achieved by three unsupervised models: k-means, 

hierarchical clustering, and EM (expectation maximization). In order to evaluate the resilience of the model, a 10-

fold cross validation technique is employed. The charts depict the mean accuracy for both push and nuke attack 

intentions. This methodology enables the representation of eight distinct attack scenarios using only four charts.” 

 

Fig. 1: Attack size versus average accuracy of push and nuke indentation of probe attack when attack size varies and 

target item size is 1. 

Based on the findings presented in Figure 1, it has been determined that the hierarchical clustering model exhibits 

superior performance when compared to the other two models. The average accuracy of the hierarchical clustering 

model remains consistent at approximately 80% across various attack sizes. However, it is important to note that the 

average accuracy of all three models decreases as the attack size increases. The K-means model exhibits the lowest 

performance when compared to the other three models. The average accuracy gap between hierarchical clustering 

and the other two models also exhibits an increase as the attack size increases.    
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Fig. 2: Attack size versus average accuracy of push and nuke indentation of probe attack when attack size varies and 

target item size is 10. 

In Figure 2, it can be observed that the average accuracy of all three models decreases in comparison to the scenario 

depicted in Figure 1, where the target item was 1. Additionally, it was observed that the performance gap among all 

three models is not significantly large. The average accuracy of hierarchical clustering and EM models exhibits a 

high degree of comparability when considering attack sizes of 8% or greater.   

 

Fig. 3: Attack size versus average accuracy of push and nuke indentation of power user attack when attack size 

varies and target item size is 1. 

In Figure 3, it is evident that the performance of all three unsupervised models exhibits a decrease when subjected to 

a power user attack, in contrast to the probe attack. The potential cause for this behavior could be attributed to the 

fact that in power user attacks, the attack user profiles exhibit a higher degree of correlation with the genuine user 

profiles in comparison to the user profiles observed in probe attacks. The hierarchical clustering models exhibit an 
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average accuracy that surpasses the performance of the EM model by a margin of 10%. However, as the attack size 

increases, the discrepancy in performance between these models diminishes. It is worth noting that the performance 

gap between the k-means and hierarchical clustering models remains relatively consistent across all attack sizes. 

Following the attack, it has been observed that the average accuracy of both the EM algorithm and hierarchical 

clustering is nearly identical, with a margin of 12%.  

 

Fig. 4: Attack size versus average accuracy of push and nuke indentation of power user attack when attack size 

varies and target item size is 10. 

In Figure 4, it has been observed that the hierarchical clustering model, which previously outperformed other models 

by a significant margin, is no longer the frontrunner. While the EM models initially outperform the hierarchical 

clustering model at an attack size of 1%, their performance becomes comparable as the attack size increases. 

Additionally, the k-means model narrows the performance gap with the other two models.   

4. Conclusion and Future Scope 

This paper examines two informed attacks and evaluates the average accuracy of three unsupervised machine 

learning models (k-means, hierarchical clustering, and EM) by varying the attack size from 1% to 20%. It has been 

observed that hierarchical clustering consistently outperforms the other two models across a wide range of scenarios. 

The K-means model exhibits the lowest performance compared to the other three models. The accuracy of these 

models exhibits a decline as the attack size increases.  

The performance of these models can be enhanced through the exploration of novel attributes, thereby enabling 

further advancement of this research. This approach has the potential to be applied to other user profile attacks. The 

identification of novel profile injection attacks is possible, and subsequent application of unsupervised models can 

effectively address these attacks. Supervised machine learning models have the capability to be employed in the 

application of informed attack models. Ensemble models can be created by combining multiple supervised machine 

learning models, thereby enhancing model accuracy even in the most challenging scenarios. 
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